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Abstract

Linear inverse problems arise in diverse engineering fields especially in signal and image
reconstruction. The development of computational methods for linear inverse problems with
sparsity is one of the recent trends in this field. The so-called optimal k-thresholding is a
newly introduced method for sparse optimization and linear inverse problems. Compared to
other sparsity-aware algorithms, the advantage of optimal k-thresholding method lies in that
it performs thresholding and error metric reduction simultaneously and thus works stably
and robustly for solving medium-sized linear inverse problems. However, the runtime of
this method is generally high when the size of the problem is large. The purpose of this
paper is to propose an acceleration strategy for this method. Specifically, we propose a
heavy-ball-based optimal k-thresholding algorithm and its relaxed variants for sparse linear
inverse problems. The convergence of these algorithms is shown under the restricted isometry
property. In addition, the numerical performance of the heavy-ball-based relaxed optimal k-
thresholding pursuit (HBROTP) has been evaluated, and simulations indicate that HBROTP
admits robustness for signal and image reconstruction even in noisy environments.
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1 Introduction

In recent years, the linear inverse problem has gained much attention in various fields such
as wireless communication [10, 19] and signal/image processing [4, 9, 25, 26, 35, 43, 47,
52]. A typical linear inverse problem is about the reconstruction of unknown data z € R”
from the acquired linear measurements

y=dz+, (1.1)

where @ € R™*" is a given measurement matrix, y € R™ are the acquired measurements,
and v € R™ are the measurement errors. In this paper, we consider the case m < r, for
which it is generally impossible to reconstruct the data z from the linear system (1.1) unless
Z possesses a certain structure such as sparsity. Fortunately, in many practical applications,
the signal to recover possesses certain sparse structure or it can be sparsely represented under
a suitable transformation. For instance, many natural image can be sparsely represented via
wavelet transforms. Suppose that z can be sparsely represented via the basis ¥ € R"™*"
(r < n), ie., z = ¥x where the vector x € R” is either k-sparse or k-compressible for some
integer number k < n. A vector is said to be k-sparse if ||x|lo < k, and k-compressible if x
can be approximated by a k-sparse vector, where || - ||o denotes the number of nonzero entries
of a vector. With a sparse representation of z, the model (1.1) can be written as

y = Ax +v, (1.2)

where A = ®¥ € R™" (m < n) is still referred to as a measurement matrix. In this
case, the problem (1.1) is transformed to the so-called sparse linear inverse (SLI) problem
which is to reconstruct the sparse data x via the linear system (1.2). Once the sparse data x is
reconstructed, the original data z can be immediately obtained by setting z := ¥ x. The SLI
problem can be formulated as an optimization problem (see, e.g., [4, 9, 19, 25, 28, 43, 49]).
Typically, it can be formulated as the sparse optimization problem

minly — Aul3 : llullo < k}. (13)

It can also be formulated as the £1-minimization (basis pursuit) problem
min{flully : Au = y} (1.4)
as well as the LASSO problem
min ||y — Aull3 + a1, (1.5)

where ;v > 0 is called a regularization parameter. All these models, (1.3)-(1.5), are widely
used in signal and image reconstruction with sparsity.

Depending on the problem formulations, several classes of algorithms for SLI problems
have been developed over the past decades, including the thresholding algorithms [25,
26, 28], greedy methods [20, 42, 48], convex optimization [14, 15, 18, 57], nonconvex
optimization [17], and Bayesian methods [45, 51]. In this paper, we focus on the model (1.3)
for which the thresholding algorithms are particularly convenient to develop. The thresholding
method was first proposed by Donoho and Johnstone [23]. It has experienced a significant
development since 1994 and has evolved into a large family of algorithms which includes
the hard thresholding [6, 8, 9, 27, 33, 38], soft thresholding [21, 22, 24] and optimal k-
thresholding algorithms [56, 58]. It is worth stressing that an advantage of thresholding
methods is that the algorithms can guarantee the generated points being feasible to the
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problem (1.3). The simplest thresholding method might be the iterative hard thresholding
(IHT) [8]. The combination of IHT and orthogonal projection yields the hard thresholding
pursuit (HTP) [27]. Due to low computational complexity, IHT and HTP have been widely
used in signal reconstruction with compressive samplings [6, 7, 9, 33].

However, as pointed out in [56, 58], performing hard thresholding on non-sparse iterates
may not necessarily reduce the objective value of (1.3) and thus may cause numerical oscil-
lation during iterations. Thus the optimal k-thresholding operator was introduced in [56]
(see also [58]) to alleviate such a weakness of hard thresholding. This operator may perform
thresholding on iterates and, in the meantime, reduce the objective value of (1.3). The optimal
k-thresholding (OT) and optimal k-thresholding pursuit (OTP) algorithms are first developed
in [56]. Recall that the optimal k-thresholding of a given vector v € R” is defined as

min{|ly — A@wow)[3: e’w =k, we{0 1}"}, (1.6)

w
where e = (1,1,..., )T e R, {0, 1}" is the set of n-dimensional binary vectors and
vow := (vjwi, ..., vywy)! denotes the Hadamard product of two vectors. However, from

a computational point of view, it is generally more convenient to solve the following convex
optimization

min{ly — Awow)|3: efw=k 0<w<e}, (1.7)
w

which is a tight relaxation of (1.6). This problem is referred to as data compressing problem
in [56, 58]. Based on (1.7), the relaxed optimal k-thresholding (ROTw) and relaxed optimal
k-thresholding pursuit (ROTPw) algorithms were proposed in [56, 58], where w represents
times of data compression that are performed in the algorithms. When w = 1, the algorithm
is termed as ROTP. Some modifications of ROTP using partial gradient and Newton-type
search direction were studied recently in [39, 40]. While the convex optimization (1.7) can
be efficiently solved by existing convex optimization solvers, however, solving such a problem
remains time-consuming when the size of the problem is large. Thus it is important to study
how the computational cost of ROTP-type methods might be reduced and how these methods
can be accelerated by integrating an acceleration technique such as the heavy-ball (HB) or
Nesterov’s technique. By using linearization together with a certain binary regularization
method, the so-called nature thresholding (NT) algorithm is developed recently in [59],
whose computational complexity is significantly lower than that of ROTPw since the NT
algorithm is able to avoid solving any optimization problem like (1.7). In this paper, we
investigate the ROTP-type algorithms from the acceleration perspective by showing that the
HB technique is able to improve the performance of the ROTP-type algorithms.

The HB method introduced by Polyak [44] can be seen as a two-step method which
combines the momentum term and gradient descent direction. In recent years, HB has found
wide applications in image processing, data analysis, distributed optimization and undirected
networks [3, 31, 32, 34, 36, 41, 50, 53]. The theoretical analysis (global convergence and
local convergence rate) for HB methods has been investigated by several researchers. For
example, the linear convergence rate of HB for unconstrained convex optimization problem
was established by Aujol et. al [3]; Mohammadi et. al [41] analyzed the relation between
the convergence rate of HB and its variance amplification when the objective function of the
problem is strongly convex and quadratic; Xin and Khan [53] showed that the distributed
HB method with appropriate parameters attains a global R-linear rate, and it has potential
acceleration compared with some first-order methods for ill-conditioned problems. Other
acceleration techniques including the Nesterov’s one can be found in [32, 34, 36, 41].
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In this paper, we merge the optimal k-thresholding and HB acceleration technique to form
the following algorithms for the SLI problem formulated as (1.3):

e Heavy-ball-based optimal k-thresholding (HBOT),

e Heavy-ball-based optimal k-thresholding pursuit (HBOTP),

e Heavy-ball-based relaxed optimal k-thresholding (HBROTw),

e Heavy-ball-based relaxed optimal k-thresholding pursuit (HBROTPw),

where the integer parameter w denotes the number of times for solving (1.7) at every iteration.
The global convergence of these algorithms is established in this paper under the restricted
isometry property (RIP) introduced by Candés and Tao [14], and the main results are sum-
marized in Theorems 1 and 2. The performances of HBROTP (i.e., HBROTPw with w = 1)
and several existing algorithms such as ROTP2 [56], partial gradient ROTP (PGROTP) [40],
£1-minimization [18], orthogonal matching pursuit (OMP) [25, 48] and projected linearized
Bregman method (PLB) [11] are compared through numerical experiments. The phase transi-
tion with Gaussian random data is adopted to demonstrate the performances of the proposed
algorithms for SLI problems.

The algorithm development for linear inverse problems is usually model-based in the sense
that different formulations of the problem require different algorithms. The £|-minimization
method is naturally applied to the model (1.4) and a more general convex optimization solver
can be directly used to handle the LASSO problem (1.5). However, £{-minimization and
LASSO solvers are not convenient to solve the problem (1.3) for which a thresholding method
might be more suitable. The optimal k-thresholding method is proposed to enhance the
success rates and stability of existing hard thresholding algorithms. Unlike £1-minimization
and LASSO solvers, the hard or optimal k-thresholding procedures can reconstruct any
prescribed (interested) k significant components of the target signals without the need to
reconstruct the whole signal. Also, recent study in [59] indicates that a certain modification
of the optimal k-thresholding method may lead to a fast and efficient algorithm which has
far lower computational cost than most existing algorithms including £1-minimization and
LASSO solvers. Thus a further study of the optimal k-thresholding algorithms on their
acceleration, simplification and modification remains interesting and important from both
viewpoints of practical applications and algorithmic development itself.

While our discussion in this paper is focused on hard/optimal thresholding algorithms, it
is worth briefly mentioning the class of soft thresholding methods which is widely used for
signal processing as well. The soft thresholding method can be derived in different ways.
Taking the model (1.4) as an example, a soft thresholding method can be developed from the
Bregman regularization framework [54], which involves solving the convex subproblem (1.5)
ateachiteration. Based on (1.5), using linearization and £, -proximity can lead to the linearized
Bregman (LB) methods [13, 54, 55], which is a class of soft thresholding methods. Moreover,
linearization combined with Krylov subspace projection can also yield a soft thresholding
method such as the PLB in [11]. Other soft thresholding methods can be found in [4, 10, 37].
The soft thresholding method needs to select a regularization parameter, but how to select
such a parameter so that the algorithm can guarantee to solve a SLI problem remains an
open question. The numerical experiments in Sects.5.1 and 5.3 indicate that the HBROTP
algorithm proposed in this paper might be more stable and robust than £;-minimization and
PLB for data reconstruction in many cases.

This paper is organized as follows. In Sect.2, we introduce some notations, definitions,
useful inequalities and algorithms. In Sect. 3, we discuss the error bounds and convergence of
HBOT and HBOTP under the RIP. The error bounds for HBROTw and HBROTPw are given
in Sect.4. Numerical results from synthetic signals and real images are reported in Sect. 5.
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2 Preliminary and Algorithms
2.1 Notations

Denoteby N := {1,2,...,n}. Givenasubset 2 C N, £2 := N\2 denotes the complement
set of £2 and |§2| denotes its cardinality. For a vector z € R", the support of z is represented
as supp(z) := {i € N : z; # 0}, and the vector z; € R" is obtained by zeroing out the
elements of z supported on £2 and retaining those supported on £2. Given the sparse level k,
Ly (z) denotes the index set of the k largest absolute entries of z. As usual, H(2) = zz,(z)
is called the hard thresholding of z. The symbols || - || and || - ||2 represent £;-norm and
£5-norm of a vector, respectively. Throughout the paper, e denotes the vector of ones. WX
and P* are two sets in R” defined as

WE={weR": efw=k we{0,1}"}, PP=(weR" :elw=k 0<w<e}.

2.2 Definitions and Basic Inequalities

Let us first recall the restricted isometry property (RIP) of a matrix and the optimal k-
thresholding operator Zf(').

Definition 1 [14] Given a matrix A € R™*" with m < n, the kth order restricted isometry
constant (RIC) of A, denoted by &y, is the smallest nonnegative number § such that

(1= ®)llull3 < lAul3 < (1 +8)lul3 2.1
for all k-sparse vectors u € R”. The matrix A is said to satisfy the RIP of order k if §; < 1.

Definition 2 [56, 58] Given a vector u € R”, let w*(u) be the solution of the binary
optimization problem

min[||y —Awow)|}: we w"} .
w
Then the k-sparse vector Z,f(u) = u o w*(u) is called the optimal k-thresholding of u, and
Z# (") is called the optimal k-thresholding operator.

k

The two lemmas below will be used for the analysis in Sects. 3 and 4.

Lemmal [27] Letu e R", ve R", W C Nandt € N.

(i) If |W U supp(u)| < t, then

[ =aTaw] | =sul
w2

(ii) If |[W| < t, then
[(47), [, = VT+alo:

Lemma2 [46] Let {a?} C R (p =0, 1, ...) be a nonnegative sequence satisfying
aPt! < bia? —i—bzap_] + b3
for p > 1, where by, by and bz > 0 are constants and by + by < 1. Then

b3
1—-6

a? <0P~ ! (a' + (0 — b)a®) +
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for p > 2, where 0 <60 < 1 is a constant given by 6 = (b; + ,/b% +4by)/2 < 1.

2.3 Algorithms

Given iterates x”~! and x”, the heavy-ball search direction is defined as
dP = aAT (y — AxP) + B(xP — xP7h,

where @ > 0 and B > 0 are two parameters. We use the optimal k-thresholding operator
Z;:(-) to generate the new iterate xPtL e,

P = ZF(xP + dP),

which is called the heavy-ball-based optimal k-thresholding (HBOT) algorithm. Combining
HBOT and orthogonal projection (i.e., the least squares problem (2.4) below) leads to the
heavy-ball-based optimal k-thresholding pursuit (HBOTP) algorithm. HBOT and HBOTP
can be seen as the multi-step extensions of the OT and OTP algorithms in [56, 58]. The two
algorithms are formally described as follows.

HBOT and HBOTP algorithms. Input the data (A, y, k) and two initial points x° and
x!. Choose the parameters « > 0 and 8 > 0.

S1 Atx?, set
uP = x? —aAT (AxP — y) + B(xP — xP71). (2.2)
S2 Solve the optimization problem

w* = argmin{||y — A@u? o w)||% cefw=k we{0,1}"}. (2.3)
w

S3 Generate the next iterate x?*! as follows:

For HBOT, let x?*! = u? o w*.
For HBOTP, let SP*! = supp(u” o w*) and x?*! be the solution to the least squares
problem

xP*1 = arg min {ly — Ax|3 : supp(x) € $7*1). 2.4)

Repeat S1-S3 above until a certain stopping criterion is met.
In general, the computational cost for solving the binary optimization problem (2.3) is
usually high [12, 16]. Replacing (2.3) by its convex relaxation

argmin{uy CAW ow) R w e Pk}
w

yields the next heavy-ball-based relaxed optimal k-thresholding (HBROTw) and the
heavy-ball-based relaxed optimal k-thresholding pursuit (HBROTPw) algorithms, where w
represents the times of solving such a convex relaxation problem at each iteration (which,
as pointed out in [56], can be interpreted as the times of data compression within each iter-
ation). As w = 1, we simply use HBROT and HBROTP to denote the algorithms HBROT1
and HBROTPI, respectively. Clearly, when ¢« = 1 and § = 0, HBROTw and HBROTPw
reduce, respectively, to ROTw and ROTPw in [58].

HBROT® and HBROTPw algorithms. Input the data (A, y, k), two initial points x°, x!
and w. Choose the parameters « > 0 and 8 > 0.
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S1 At x?, calculate u? by (2.2). ‘
S2 Set v < u”. Perform the following loops to produce the vectors w')(j = 1, ..., w):
for j =1:wdo

w) = argminf{ly — Awow)|3: e'w=k 0<w<e}, 2.5)
w

and set v < vow). end
S3 Let x¥ = Hy(u? o w® o -+ 0 w®). Generate the next iterate x”! as follows:

For HBROTw, let xP ! = x.
For HBROTPw, let SPT! = supp(x?), and x”*! be the solution to the least squares
problem

xP = arg min |y — Ax[3 : supp(x) € S7*). (2.6)
X€E n

Repeat S1-S3 above until a certain stopping criterion is met.

The choice of stopping criterions depends on the application scenarios. For instance, one
can simply prescribe the maximum number of iterations, pmax, Which allows the algorithm to
perform a total of ppay iterations. One can also terminate the algorithm when || y—Ax? ||, < ¢,
where ¢ > 0 is a prescribed tolerance depending on the noise level.

Remark 1 The common feature of the proposed algorithms and existing hard-type threshold-
ing algorithms is that the solutions generated by the algorithms depend on the input value
of k, which reflects the user’s interest in reconstructing how many significant components
of the target signal x* whose sparsity level is denoted by k*. In many scenarios, one needs
to reconstruct only a few largest components in magnitude of the target signal, instead of
the whole signal. In such cases, the user is free to set the desired number & for the proposed
algorithms. The quality of reconstruction depends on the input value of k. In fact, the main
theorems established in later sections imply that under the RIP of certain order %, the solu-
tion generated by the algorithms is the best k-term approximation to the true signal x* when
k < k*, and it coincides with x* when k satisfies that k* < k < %. When k > 75, there would
be no guarantee for the proposed algorithms (including existing ones) to recover the signal.
If the user expects to reconstruct the whole signal as possible, some information from theory
and numerical experiments might be useful for the choice of k. For instance, we may choose
k as follows.

1) The prior information on the sparsity level k* of the signal might be available in some
situations. In this case, just set k = k*.

2) Itis well known that the signal can be very likely to be recovered by a certain algorithm
if its sparsity level k* is lower than the half of the spark of the measurement matrix in
R™>" [25]. So it makes sense to choose k < (m + 1) /2 since the spark is bounded above
by m + 1.

3) A large body of simulations and applications indicate that many algorithms work well
when the sparsity level of signal is lower than m /3, and many such signals can be
generally reconstructed by some existing algorithms. Thus it is also reasonable to set
k < m/3 in the proposed algorithms in order to achieve a better chance for the signal to
be recovered.

4) The number k can be also suggested by experiments including the phase transition of
algorithms which sheds light on certain relation between the factors (k, m, n) and the
recovery success of signals by given algorithms.
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Remark 2 Since x”~!, xP are two k-sparse vectors in R” and A € R™*", the computations of
Ax? and B(x? —xP~1)in (2.2) need at most mk and 2k multiplication operations, respectively.
Thus S1 in HBROTPw requires at most mn + m + mk + 2k multiplication operations. As
pointed out in [58, Section 5.1], S2 and S3 in HBROTPw requires o3 L + nlogk) +
(mk? 4 k3 /3) flops, in which L is the length of the problem data encoding in binary. Since
k < m, the computational complexity of HBROTPw at each iteration is about O (n*>L +
mn + nlogk + mk?).

3 Analysis of HBOT and HBOTP

In this section, we establish the error bounds for HBOT and HBOTP under the RIP of order k&
or k + 1. Taking into account the noise influence, the error bound provides the estimation of
the distance between the problem solution and the iterates generated by the algorithms. Thus
the error bound is an important measurement of the quality of iterates as the approximation to
the true solution of the linear inverse problem. In noiseless situations, the error bound implies
the global convergence of the algorithms under the RIP assumption. Let us first introduce
the following property, which is a combination of Lemmas 3.3 and 3.6 in [58].

Lemma 3 [58] Let z be a (2k)-sparse vector. Then ||Az||% > (1—26 — 8k+s(k))|lz||% where

1, if kis an odd number,

stk) = { 0, if kis an even number. G.1

Note that Lemma 3.4 in [58] was established for the sparsity level k being an even number.
We now establish the similar result even when £ is odd.

Lemma4 Let h,z € R" be two k-sparse vectors, and let ® € W* be any k-sparse binary
vector satisfied supp(h) C supp(W), then

I — AT AY(h — 2)] 0 D> < VSkss 1 — 2l (3.2)
where s (k) is given by (3.1).

Proof For given vectors &, z, w satisfying the conditions of the lemma, from [58, Lemma
3.4], we get

I — AT AY(h — ) o W2 < V/56kIh — zll, (3.3)

for even number k. Therefore, we just need to show that (3.2) also holds when k& is an odd
number.

Indeed, assume that k is an odd number. Taking a (k 4 1)-sparse binary vector w € WK ™!
such that supp(w) C supp(w), we obtain

I = AT A)h = D)o B> = H [ = AT 0y = 2)]

supp(®) | o
1 — AT A —
= [« )( Z)Lupp ol,
=l = ATAY(h — D) oW |>. 34

As h and z are two k-sparse vectors, they are also (k + 1)-sparse vectors. Since supp(h) €
supp(w) € supp(w), and since k + 1 is even (when k is odd), applying (3.3) to this case
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yields

L7 — AT AY(h — )] o W2 < V58k411lh — zlla. (3.5)
Combining (3.4) and (3.5), we obtain

Il = AT A)(h = )T 0 D2 < V5841 llh — 2l
for odd number k. We conclude that (3.2) holds for any positive integer k. O

The main results for HBOT and HBOTP are summarized as follows.

Theorem 1 Let x € R” be a solution to the system y = Ax + v where v is a noise vector.
Assume that the RIC, 8iys), of A and the parameters «, B in HBOT and HBOTP satisfy
that Skysky < y* and

1+1/n 14+28—1/n 1+1/n

0<pB< -1, <o < —,
1+ V/58k450) 1 — /58k150) 1+ v/58k450)

(3.6)

where y*(~ 0.2274) is the unique root of the equation 5y3+5y%+3y — 1 = O in the interval

0, 1), s(k) is given by (3.1) and n := /ﬁ%. Then the sequence {xP} generated by
HBOT or HBOTP obeys

lxs = xPll, < C1677" + 2|V l2, 3.7
where S := Lr(x), VvV :==v + Axs, and the quantities Cy, C; are defined as
24 (14 6

(1= 0)y/T— 25 — Serstr.

and 0 := (b + /b% + 4nB)/2 < 1 is ensured under the conditions (3.6) and the constant b
is given by

Cy = llxs — x'lly + @ = b)lxs — x5, C2 = (3.8)

bi=n (1148 — ol +V5abi) ) (3.9)

Proof From (2.2), we have
u? — x5 = (1 —a+p)(x? — x5) +a(l — ATA)(x? — x5) — B(xP™" — xg) + 2 A¥3/10)

where § = Li(x) and v = v 4 Axg. Let w € WK be a k-sparse binary vector such that
supp(xs) € supp(w). Then x5 = xg o w. Since (x5 — u”) o W is a k-sparse vector and
y = Axg + v/, we have

ly — A o W)y = A(xs — u” o ) + V'l
<IIAl(xs — uP) o @12 + VIl
<V + 8llCes = uP) 0 Bllz + vl (3.1
where the last inequality is obtained by using (2.1). From (3.10), one has
ll(xs —u”) 0wl
< —a+ Bl 1(x? = x5) 0 W2 + o[ — AT A)(x? — x5)] 0 D2
+BICP ™! = xs) 0 W2 +all(ATV) 0 D (3.12)
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Since xg, x”, w are k-sparse vectors and supp(xs) C supp(w), by using Lemmas 4 and 1
(ii), we obtain

I = AT AP = x)] 0 Bll2 = VS8psin) 157 = xs1l2 (3.13)
and
1AV 0 B2 = | ATV )suppia |, = v/T+ 8Vl (3.14)

Substituting (3.13) and (3.14) into (3.12) yields

l(xs —uP) o Wl2 < |1 —a + Bl - [P — xsll2 + @58k 450 167 — x5l
+ BlxP™! = xgllo 4+ ay/T+ 8V 12
= (|1 + B — a| + V5a8rs@)lIx? — xsll2 + P~ — xsl>

+ o/ 148V ]2.
It follows from (3.11) that
Iy = AW 0 D)y =v/1+ 8 (11 + 8 = al + V5aSrs0) 67 = xs1l2
+ BT+ 8P = xslo + 1+ (L +80allv 2. (3.15)

Since x?*! = u”? o w* in HBOT or xP*! is the optimal solution of (2.4) in HBOTP, the
sequence {x?} generated by HBOT or HBOTP satisfies

Iy = AxPTHly < lly — A@” 0wl < Iy — A@? o )l (3.16)

for all w € W*, where the second inequality follows from (2.3). For w € Wk it follows
from (3.16) that

ly — AxPHly < lly — A@? o D). (3.17)
As xs — xP*1 is a (2k)-sparse vector, by using Lemma 3, one has
ly = AxPHH, =[|AGxs — xPH) + 0/
>[Axs —xP 2 = I1V[l
> /1T =26k — Sipsiollxs — xP o = V]l (3.18)
Combining (3.15), (3.17) and (3.18) yields

IxPT — xgll2 < n(1 + B — al + V5adirs@)IxP — xsll2 + nBllxP ™" — xsl2
24+ (14 8)a

+ V112

V1 =28 — s

= blx? — xsll2 + nBllx"~" = xslla + (1 =) C2lIV |2, (3.19)

where 1, b, 6, C, are given exactly as in Theorem 1. Since 8 < 8¢45x) < ¥*, we have

1+ 8¢ 14 p*
NET = /58 T 5y -1
1 ks () f ks () 1 — 28k — Sktsi) = 4 1 —3y* ’

where the last equality follows from the fact that y* is the root of 53 4+ 5y% +3y = 1l in

(0, 1). It implies that 0 < —LtUn_ _ 1, which shows that the range of B in (3.6) is well
T+/580 k)
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defined. Furthermore, the first inequality in (3.6) implies that
14+28—1 141
+28 /”<1+,3< +1/n ’
1= V58450 1+ V58450

which indicates that the range for « in (3.6) is also well defined. Combining (3.9) with (3.6),
we deduce that

p=n (11 + 8 ol + V55w

n [1 +B—a(l - \f55k+s(k))] , i E2EUn g <148,

_ 1=/58 1450
n[1= B+ ol + V30|, i1+ < < L,
<l —np,
which means that the relation (3.19) obeys the conditions of Lemma 2. It follows from
Lemma 2 that (3.7) holds with 8 = @ < 1 and Cy, C; are given by (3.8). ]

The error bound (3.7) indicates that the iterate x” generated by the algorithms can approxi-
mate xg, the significant components of the solution to the linear inverse problem. In particular,
we immediately obtain the following convergence result for the algorithms.

Corollary 1 Let x € R" be a k-sparse solution to the system y = Ax. Assume that the
RIC, $k45(k), of A and the parameters o, f in HBOT and HBOTP satisfy the conditions of
Theorem 1. Then the sequence {x”} generated by HBOT or HBOTP obeys that ||x — x|, <
C1077 Y, where the constant Cj is defined in Theorem 1. Thus the sequence {x?} generated
by HBOT or HBOTP converges to x.

4 Analysis of HBROT® and HBROTP®

In this section, we establish the error bounds for HBROTw and HBROTPw. The analysis is
far from being trivial. We need a few useful technical results before we actually establish
the error bounds. We first recall a helpful lemma concerning the polytope P¥, which is the
special case of Lemma 4.2 with T = k in [58].

Lemma5 [58] Givenanindexset A C N andavectorw € Pk, decompose w 4 as the sum of
k-sparse vectors: wp = Z?:l w4, where q = [lﬁ—l}, A= U;I':1 Ajand Ay = Li(wy),
Az = Ly(wa\4,) and so on. Then

q
D lwa;lleo < 2.
j=1

We now give an inequality concerning the norms || - ||2, || - |1 and || - ||eo- This inequality
is a modification of Lemma 6.14 in [28], but tailored to the need of the later analysis in this
paper.

Lemma6 Leth € R" \ {0} be a vector withr > 2, and let {1 > {3 be two positive numbers
such that |h||; < ¢y and ||h|lco < &2. Then

g(r), if r <1,
Ill2 < {min{g(to), glo+ 1), ifr>to+1, “-1)
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where ty := |_4§1J and

1 .
g(j) = ﬁfl + ?(2, J € (0, +00), 4.2)

is strictly decreasing in the interval (0, 51 ] and strictly increasing in the interval [ % L 400).

Proof Without loss of generality, we assume that / is a nonnegative vector. Sort the compo-
nents of & into descending order, and denote such ordered components by z; >z > --- >
zr>0andz = (z1,...,2)7. Thus, lzlly = Iy for g > 1. For a given positive integer s
anda; > ap > --- > ay; > 0, from [28, Lemma 6.14], one has

al +...+as \/E
T + T(al — ay). 4.3)

There are only two cases according to the relation between r and #y.
Case 1. r < 1y. By using (4.2) and (4.3), we have

lzll2 ”Z}wf( 21— 2) < ”Z}lwfu oo = ¢ 1+£§2—g(r) (4.4)
Case 2. r > to + 1. Denote by ¢ := argmin;{g(j) : j = to, o + 1} and let r{, r» be
nonnegative integers such that » = riz + (0 < ry < t). Decompose z as the sum of
t-sparse vectors: 7 = ]'+1 20, where Q; :={(j—Dt+1,...,jt}withj=1,... 7,
and Qy 41 = {rit +1, ,rit + .
Firstly, we consider the case rp > 0. With the aid of (4.3), we see that

aj+---+a? <

lzo;lli V7 .
lzg;l2 < i + e (zG=ty+1 —2ji), J=1,....r1, 4.5)
and
lzo, il Vit
||ZQr1+l 2 < T TZFHH, (4.6)
which is ensured under the conditions a; = Zr 141, ..., ar, = Zrji4r, AMd @pyq1 = ... =
a; = 0. Merging (4.5) with (4.6), one has
ri+l ri+1 ri+1 \[
lzlla =Y zo,| =Y. llzg,ll2 < Z lzo, I +
j=1 , =l
with
r| r
= Z (Z(j—l)H—I - th) + Zr+1 =21 — Z (ij - ij+1) =21,
j=1 j=1
where the inequality is resulted from z; > z5 > - -- > z,.. It follows that
NG NG
lzllz2 <= —=llzlli + s Faths= g, 4.7)
J f

where the second inequality is ensured by ||z|l; = ||k]l1 < ¢ and 21 = ||hlleo < &2
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Secondly, we now consider the case o = 0, whichmeans Q,,y1 =@ andz = r/1= 120+
Hence, by using (4.3), we obtain '

1

rl rl
1 Vi
Izl < ]Z_; Iz, < —= 12_:1 lzo It + - D (2G-vre1 = 2jo) - (4.8)

j=1

Forz; > z0 > -+ >z, > 0, we have

r ri—1
Z (2G=ty+1 —2ji) =21 — Z (zjr — zji+1) =2 <21 = l12lloo- 4.9)
j=1 j=1

Merging (4.8) with (4.9) leads to

1 At 1 At
< — — < — — = g(1). 4.10
llzll2 < tllZ||1 +3 lzllo < ﬁfl 50 g(1) (4.10)
Combining (4.4), (4.7), (4.10) with ||z||; = ||k]l4(g¢ > 1), we obtain the relation (4.1) directly.
O

Now, we use an example to show that the upper bound of || ]|2 in Lemma 6 is tighter than
that of Lemma 6.14 in [28] in some situations.

Example1 Leth = (1, €1, ..., €14, €)T € Rlﬁ,whereej >e(j=1,...,14), 2}4:1 € =
1 —€p and €9 € (0, 1/15]. Hence, ||h||; = 2 and ||h]lcoc = 1. Set &1 = 2 and ¢ = 1. Then
ty = % = 8. The upper bound of ||4]|> can be given by ||i]2 < 1.5 — €p in (4.3) and

hll2 < g(8) = V2 in (4.1), respectively. Since 1.5 — g > /2 for €y € (0, 1/15], we see
that the upper bound of ||z|> given by (4.1) is tighter than that of (4.3) if r > #p + 1 and
€0 = minj<;<, |h;| is small enough.

Taking 7 = (wa, lloos - - - llwa, loo)T with g = (“2—'], by using Lemma 5, we have

71l <2and ||Allec = llwa, lloo < 1. Hence, by setting ¢; = 2 and &, = 1, we get7p = 8
in Lemma 6. This results in the following corollary.

1/2
Corollary 2 Under the conditions of Lemma 5, one has (27:1 lwa; ||go) < &,, where

1, if g=1,
£ = %Jr@ if2<q <S8, @.11)
V2, ifqg=8,

which is strictly decreasing in the interval [2, 8] and mai( &, =6 = %\/E
q=

Using Lemmas 5 and 6, we can establish the next lemma.

Lemma?7 Let x € R" be a vector satisfying y = Ax + v where v is a noise vector. Let
S = Li(x)andletV C N beany givenindex set suchthat S C V. At the iterate x?, the vectors
w, j=1,---, w, are generated by HBROTw or HBROTPw. For every i € {1, ..., ),
we have

oo
(u Xs) owy vl

=VT+ 0 (611 — o+ Bl + 20830) [x7 = xsllz + B, 15"~ = xsll2
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+2a/1 +8k||u/||2], (4.12)

where wz) is the Hadamard product of vectors w'(j = 1,--- i), i.e.,

D D ow@o.iow®, i=1,... o, (4.13)

and &, is given by (4.11) with q = f"%w1~

Proof Taking w = w" and A = V in Lemma 5 and Corollary 2, one has

q q
D@Dl <20 | D HwD)a 12, < &, (4.14)
j=1 j=1
where ¢ = ("%VI} and the definition of A;, j = 1,..., ¢, can be found in Lemma 5.
Next, we derive the relation (4.12) for given i € {1, ..., w}. Define the k-sparse vectors

2O =[P — xs5) 0 wg)]A,, l=1,...,q, where u?” and wg,) are given by (2.2) and (4.13),
respectively. Since wl) e pk (j=1,...,w), we have

1202 < 1) lloo - 1@? = x5) a0l < T D) 4y lloo - 1P = x5) 4 ll2,  (4.15)

where the second inequality follows from (4.13) and 0 < w) < e for j=1,..., 0. Since
D 1=1,..., q, are k-sparse vectors, from the definition of ©' in (4.12) and (4.15), we
obtain
q q q
O =AY P <Y 14D < VT+& ) 1201
=1 s =1 =1

q
VI8 @) 4 lloo - 107 = x5) 4y ll2, (4.16)
=1

where the second inequality is given by (2.1). Since | A;| < k and |[supp(x? —x5)U A;| < 3k
forl =1,...,q, byusing (3.10) and Lemma 1, we have

l@P —xs)all2 <11 —a+ Bl (P —x5) 41l + o l[(T — AT AY P — x4, 112
+BIGCP = x4l + (AT 4, 112
<L —a+ Bl 1P = xs)a,ll2 + s lx? — xsll2
+BIGP™ = x) a2 + o/ T+ 8V 2. 4.17)
Substituting (4.17) into (4.16) yields
i

q
———<[l—a+ Bl W)l - 17 = x5) 4,2
JIt o p ; tlle !

q
+ady Y w4 lloo - 167 — xsll2
=1

q
+ B M) llo - 1P~ = x5) 4,112

=1

q
+ay/T+6 ) 1)l - V112
=1
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It follows from Cauchy-Schwarz inequality and (4.14) that

@i

VAT

q q
Sl—a+ Bl | DM@ lZ | D Ieer — x5)a 113 + 2083 [1x7 — x5
=1 =1

q q
+B D Mg 2 | DIt = x5) 4,13 + 20y/T+ 81V ll2
=1

=1

<UL —a+ BlEIx? = xslla + 2083 [Ix” — xsll2 + BEIIx? ™" = xsll2

+ 20/ 1+ 8V |2,

where the last inequality follows from the relation Z?:l Iz 4, ||% = ”ZV”% < ||z||% for any
zeR"dueto V =J]_, A and A; () A; = @ for j # I. Thus (4.12) holds. u]

We now estimate the term ||y — A(u? o wgf)) |2 by using Lemma 7.

Lemma8 Let x € R” be a vector satisfying y = Ax + v where v is a noise vector. At the
iterate x?, the vectors u” and w’(j = 1, - - - , w) are generated by HBROTw or HBROTPw.
Then
— AP o w'®
ly — AW owy )2

< c1gyV/ 1+ 8lx? = xslla + v/ 1+ &B[Eg (@ — D) + 1][IxP~" — x>

+ [2Qo — D1+ &) + 1]V ]2, (4.18)

where w(Hw) is givenby (4.13), S := Ly (x), q = f”;kl, &, is givenby (4.11) and c 4 is given
as

clg = (Eglw =D+ 1)1 —a+ B+ a(2(w — D3 + 82). (4.19)

Proof Let 0 € W be a binary vector satisfying supp(xs) < supp(®@) and V = supp(i).
From Lemma 4.3 in [58], we get

’

w—1
Iy = Al 0wl < lly = AW o) 2+ Y |A [ = x5) 0w 0 e~ D] |
i=1

(4.20)

where wg), i =1,...,w, are given by (4.13). As V = supp(w) and |V| = k, it follows
from (4.12) that

HA [(u/’ —xs)owl o (e— a)] ”2 = HA [(uP —xs) 0w

]supp(@) 2
< VI8 611 =+ Bl + 26830 15 = x5 + B 17" = xs1l2

+2ay/1+ aknu/nz], 4.21)
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where ¢ = (”;"1 andi = 1,...,w — 1. We now estimate the term ||y — A(u” o W)||, in

(4.20). Because |supp(x? — xg) U supp(w)| < 2k, by using (3.12) and Lemma 1, we obtain

[(xs —u?) oWl

S —a+pl-lIxP —xglla + o

[(1 — AT Ay(x? — xs)]

supp(i) || »

+ Bl = xsllz + o | ATV uppcr

2
< (1= + Bl +adu)lx? — xslla + Bllx? ™" = xsll2 + ay/T+ 8V ]2,
It follows from (3.11) that

Iy = AGP 0 D)z < T+ 5[ (11 =+ Bl + o) Ix” = xs1l2

+ Bl = xslla + o/ TH 8V 12| + 1 (4.22)

Combining (4.21), (4.22) with (4.20) yields (4.18). m]

The following property of the hard thresholding operator H(-) is shown in [58, Lemma
4.1].

Lemma9 [58] Let z, h € R" be two vectors and ||h||g < k. Then

lh —He@ 2 < Iz — h)susll2 + (2 = B sxsl2,
where S := supp(h) and S* := supp(Hy (2)).

Let us state a fundamental property of the orthogonal projection in the following lemma,
which can be found in [27, Eq.(3.21)] and [56, p.49], and was extended to the general case
in [60, Lemma 4.2].

Lemma 10 /27, 56, 60] Let x € R" be a vector satisfying y = Ax + v where v is a noise
vector. Let S* C N be an index set satisfying |S*| < k and

¢ =argmin{|ly - Az|3 : supp(z) S S*}.
ZE n

Then

1+ 6

/
Vill2,
I vl

1
z* — xsll2 < N=rn Iz = xs)5ell2 +
— (82k

where S := Li(x) and V' := v + Axs.
‘We now establish the error bounds for HBROTw and HBROTPw.

Theorem 2 Suppose that n > 3k and denote o := (%1. Let x € R" be a vector satisfying
y = Ax + v where v is a noise vector. Denote

JTF3
o= k=18, (4.23)
V1=

(i) Assume that the (3k)-th order RIC, 83y, of the matrix A and the nonnegative parameters
(o, B) satisfy 83 < y*(w) and
1—d; (do+dr+2)B+do o do+2—(dr —do)B

B < > <
1+d +do do—di+1 do+d;+1

. (4.24)
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where y*(w) is the unique root of the equation G, (y) = 1 in the interval (0, 1), where

1
Gol) i= Qo+ Dy [12L 47, (4.25)

and the constants dy, dy, dy are given as

do =ty (wés + 1),
dy = ty Qs + Sor) + 83k, (4.26)

dy = ti[Eq (@ — 1) + 1ot

Then, the sequence {x?} produced by HBROTw obeys

-1
Ix? = xslla < 677 [IIx" — xgll2 + 61 — b lIx® — xsll2] +

) b1+, b3 +4b,
with 01 .= v

5 . The fact 01 < 1 is ensured under (4.24) and b1, by, bz are given

b3 ,
4.27
gl @27

as

by :=trco + (|1 + B —a| +adsi), by := Btrlés(w—1) + ]7+l3

oaQw— 1)1+ 8;) +2 283 Co
br = . . + a1 +8;, (4.28
’ V1 =682 2w— D8k + 8k ¢s—Clo Vith. (428

where c1 .o and & are given by (4.19) and (4.11), respectively, and
Co = (W& + DIl — o + Bl + a(Lwdzk + S2x)- (4.29)

(ii) Suppose that the (3k)-th order RIC, 63, of the matrix A and the nonnegative parameters
(e, B) satisfy 83x < y*(w) and
—di (do+da+2)p+do+1— 2z do+ 1+ zx — (d2 — do) B

B < k s <o < ,
1+di+do do—dy +1 do+d;+1
(4.30)

where the constants dy, dy, dy are given by (4.26) and y*(w) is the unique root of the

equation %Gw(y) = linthe interval (0, 1), where G (y) is given by (4.25). Then,
-y
the sequence {xP} produced by HBROTPw obeys

-1 by
x? — xgll2 <67 [ux1 — xslla + (62 — g>||x° - xsuz}

(B

+1—92 1

(4.31)

bi+,/b3+4b
with 0 = ITM The fact 6, < 1 is ensured under (4.30) and the constants

bi(i =1, 2, 3) and zj are given by (4.28) and (4.23), respectively.

Proof Let x* = H;(u” o wg‘))) be generated by the Algorithms, where wg’) is given by
(4.13). By using Lemma 9, we have
lxs = xFlla < l@P o wiy” — xs)xusll + 1@? owly —xo)xslho,  (432)
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where X = supp(x¥). Using (3.10) and the triangle inequality, we have that

I@? o w' — xs)x\slla = Il@? — x5) 0w Txsllz < WP — x5)x\sll2
< —a+Bl P —x)x\s], +allld — AT AP —x9)Ixsl2
+ Bl = x9)xyslz + all(ATV) s,

where the ﬁrst equality is ensured by (xs)x\s = 0 and the first inequality is due to (4.13)
and 0 < wW) <eforj=1,...,w. Since |X\S| < k and |supp(x? — xs5) U (X\S)| < 3k,
by using Lemma 1, we see that

l@? o w'® — xs)x\slla < (114 B — a| + ads)l|lx? — xsl2

+ BlIxP7 = xsll2 + ay/T+ 8V 2. (4.33)
Denote
O1 == |[AW” o w'? — xs)xuslla, @2 := AW o w'? — x9)xusle.  (4.34)

As |X US| < 2k, by using (2.1), we obtain

01 = VT = syl @? 0wl — xs)xuslla. (4.35)

For any given ¢ € (0, 1), we consider the following two cases associated with @1 and ;.
Case 1. @, < ¢©. Since y = Axgs + V/, by the triangle inequality and (4.34), we have

ly — A@” o w\ )2 = [A@W? o w'? — x5) — V']

= AP 0wl — x5)xus + AW o w'Y — xs)gog — V2
>0 — 60— V]2
> (1-0)0 — [IV]|2. (4.36)

Merging (4.35), (4.36) with (4.18) yields
1(u? o w(;;” - xs)xusl

(ly = A@” o w2 + 1V ]12)

== ;Nl —

trcq, Btk _
< P — xsla + 17— [a,l(w D+ 1]Ix?" = x5l

<122
a(zw—1>(1+ak)+z ,

) 4.37

oviee Mk 437)

where g1 = (”k;lﬂ =0 + 1 and , c1 4, are given in (4.23) and (4.19), respectively.
Case 2. ®; > ¢©,. From (4.34) and (4.35), we obtain

1
? 0wl — x5)xusla < T Al —xs) 0 wilxosl2. (438)
— 02k

Taking V = X U S and i = w in (4.12), one has

IAL@? — x5) 0w\ 5ol

= VT58 [caglle? = xslla + e 5"~ — x5l + 20/ T+ V2] 439)
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with g = (%1 > o which is due to | X U S| < 2k, and ¢34, is defined as
€24y = Egpll —a + Bl + 2ad3. (4.40)
Substituting (4.39) into (4.38), we get

174 _1
l@? o w'® — xs)xuslla < 7l Ix? — xsll2 + Bég, IIxP~" — x5l

+ 20/ 1+ 8¢V 12]. (4.41)

From (4.11), we see that &; is decreasing in [2,n]. For g = o + 1l and g2 > 0 > 2, we
have &;,,&,, < &;. It follows from (4.19) and (4.40) that ¢; 4, < c1,0 and ¢2.4, < C2,6.
Combining (4.37) and (4.41) leads to

lw? 0wl — xs)xuslla

< fr max { 161’0 , Cz; } x? = x5l
“D+1 &
+,3tkrnax{ )+ i‘ }” p— l_xS”Z
a(2w— DA+8)+2 20(1+8)] , ,
M { 1—¢ ’ c } vl (4.42)

for any ¢ € (0, 1).
Next, we select a suitable parameter { € (0, 1) such that the right hand of (4.42) is as
small as possible. For §3x < 83 and &, < 2 in (4.11), we have

o _ §5|1 —a + Bl + 2083k 283
clo (@ —1D+11—a+ Bl +al2(@— Dy + du] ~ 2(60 — )83k + 8o
(4.43)
It is easy to check that
min max { Lo CZJ} =Clo + 20 = Co, (4.44)
¢e(0,1) 1-¢ ¢
where ¢, is given by (4.29) and its minimum attains at
* _ C2,0 _ é511 —a + Bl + 203 (4.45)
Clot+ce (0 + 1)1 —a+ Bl +aQody + 6x) '
That is,
Cl,o C2o
max{l_g*, o } =Co. (4.46)

Moreover, noting that &, < 2 and 8y < &3, we have ¢* >
¢ = ¢*in (4.42), we deduce that
WJE@-DH1 &) _G@-Dtl_&H@-D+]
1—¢x Tex 1—¢* Clo

= wg 1. In particular, by taking

[}

and

ax {a(Zw —DA+6)+2 2a(l+6) }
1_;* ’ ;-*
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= %max ([Of(zw - DA+ + 2]%, 200(1 + Sk)}

Co €20
= —— max {[ot(Za) — D+ &) +2]67’, 2a(1 +5k)}

Qo 1,0
< {[ Qo — 1)(1+8) +2] 203 2a(l+8 )}
— max | [« Qw — _— 2«
= trm M0 = Dow + ox k
283k o

[a(Za) — (1 +58) +2] (4.47)

2w — D3 + 0 0

where the second equality is given by (4.45), the inequality above follows from (4.43), and
the last equality holds owing to 8> < 3. Merging (4.42) with (4.46)-(4.47), we obtain

[ (u? o w(Hw) —xs)xusll2

E(w—1)+1 _
< tyco |1xP — xsll2 + ﬂtk%cﬁ”xp b~ xsll2
Ned
aCw — D +6) +2 283k Co
+ . . Iv'l2. (4.48)
A1 =6 2w — D83k + 0k 26
Combining (4.33), (4.48) with (4.32), we have

lxs — x%lla < billx? — xsll2 + b2 llx? ™" = xgll2 + b3 |Vl (4.49)

where the constants by, by, b3 are given by (4.28).

Next, we estimate [|x?+! — xg|l» for HBROTw and HBROTPw based on the relation
(4.49).

(i) Since xP*! = x% in HBROTw, (4.49) becomes

X7 = xslla < bullx? — xsll2 + ballx? ™" = xslla + b3/ |l2. (4.50)
Now, we consider the conditions of Lemma 2. Merging (4.43) with (4.44) produces

Co _ 2083k +
clo — 2(@— 183 + 8

It follows from (4.28) and (4.29) that

b1+ by <trce + (|1 + B — o] + adsr)

2wd )
+{t o83k + 82k

— T [ (0— D+ 1]+ 1B =F(a ), 451
k2(w—l)83k+82k[§(w )+ 11+ },3 (@, B) (4.51)

where

F(a, B) :==@do + DIl —a+ ] +dia + (da + 1)B,

:{—(do—dl+1)05+(d0+d2+2)13+d0+1, if @ <148,

(do+di + Do+ (dr —dy)B — (dp + 1), if o> 148, (4.52)

with the constants dy, di, d> are given by (4.26).
Based on the fact §; < &y < 33k < y*(w) and the function G (y) in (4.25) is strictly
increasing in the interval (0, 1), by using (4.26), we have

di < [Qw+ Dty + 1183k < Gu(@3k) < Gu(y* (w) =1, (4.53)
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which shows that the range of 8 in (4.24) is well defined. From the first inequality in (4.24),
we see that

d, d 2 d, d, 2 — (dr — d
(do+dr+2)8+ 0<1+ﬂ< o+ (da o)/3, (4.54)
do—di +1 do+d; +1

which implies that the range of « in (4.24) is also well defined. Merging (4.52)-(4.54) with

the second inequality in (4.24), we see that if Wﬁ# <o <1+ B, then

do+dr+2)B+d
F(cx,ﬂ)<—(do—d1+1)(0d 2d lﬂl Oy (do+dr+2)B+do+1=1,
0 —dl

do+2—(d2—dp)B

andif 1l + 8 <o < dord 51

, then

d 2 — (dr — d,
F(a, B) < (do+di +1) 0+d0+;12+10)ﬂ+(d2—do)ﬁ—(do+1)=1-

It follows from (4.51) that b1 + b, < 1. Hence, applying Lemma 2 to the relation (4.50), we

bi+,/b>+4b
conclude that (4.27) holds with 6, = - Y 122

(ii) Since x P is given by (2.6) and §7*! = supp(x¥) in HBROTPw, by setting §* = S7+!
and z* = x?*! in Lemma 10, we have

1 14 6k
P =< o a0, + Y
llx xsll2 < = " = xs)ger|, 72 5o vl
1 14 ok
< —IIx* = x5l + ]l2, (4.55)
Zk 1 —

where zx is given in (4.23) and the first inequality follows from the fact (x”“)spﬁ =
(xt)w = 0. Combining (4.55) with (4.49), we have

b by _ bz 146k
P = xslly < —llx” = xslla + = 6P = xslla + (— + Vll2. (4.56)
% Zk 1=

Similar to the analysis in Part (i), we need to show that % + lj—z < 1.

From the conditions of Theorem 2(ii), we have 8y < 83 < y%(w). Since the function
G (y) in (4.25) is strictly increasing in (0, 1), one has

di < Gy(83k) < Go(¥H () = V1= @Hw)? < V1= (6u)? =,

where the first inequality is given by (4.53), the first equality follows from the fact that yi(w)

is the root of «/%Gw(y) = 11in (0, 1) and the last equality is given by (4.23). It follows
-y
that the range of 8 in (4.30) is well defined. From the first inequality in (4.30), we derive

d, d 2 d, 1-— d 1 — (dr — d,
(do +da +2)B +do + Zk<1+/3< o+ 142z — (d2 o)ﬂ’ 4.57)
do —dy + 1 do+di +1
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which means that the range of « in (4.30) is well defined. Combining (4.52), (4.57) with the
second inequality in (4.30) leads to

—(dy — dy + 1) \DHEIDELALI 4 (4 + dy +2)B +do + 1,

e (dotdr+2)B+do+1—zk
if dod 11 <a <148,

F(a, B) <
(do + dy + D) LHEBZNLAP 4 (@) — dg)p — (do + 1),
if 148 <o < DHEAZ(Bodf

It follows from (4.51) that i’—; + b—z < 1. Therefore, by Lemma 2, it follows from (4.56) that

%

by+,/b}+4b) 2y |

—) Y <
27k

(4.31) holds with 6, = O

Remark 3 (i) When v = 0 and x is a k-sparse vector, from (4.27) and (4.31), we observe
that the sequence {x”} generated by HBROTw or HBROTPw converges to x.

(i) Theconditionn > 3k in Theorem 2 can be removed. If so, the constant &, will be replaced
by T;lili( & = %ﬁ (see Corollary 2). In addition, if n > 9%, then ¢ = (”‘,{J] > 8. In

this case, we see from (4.11) that &, in Theorem 2 can be replaced by mi121 & = V2.
q>

(iii) When w = 1, HBROTw and HBROTPw reduce to HBROT and HBROTP, respectively.
In this case, the RIP bounds in Theorem 2 are reduced to 83 < y*(1) =~ 0.2118 for
HBROT and 83, < y*(1) &~ 0.2079 for HBROTP.

(iv) It is not convenient to calculate the RIC of the matrix A and (4.30) is just a sufficient
condition for the theoretical performance of HBROTPw. In practical implementation, the
parameters (o, 8) in HBROTP may be setas 0 < 8 < 1/4 and @ > 1 + B for simplicity
to roughly meet the conditions (4.30).

5 Numerical Experiments

Sparse signal and image recovery through measurements y = Ax + v, where x denotes the
signal/image to recover, is a typical linear inverse problem. In this section, we provide some
experiment results for the proposed HBROTP algorithm and compare its performance with
several existing methods. The experiments in Sects.5.1 and 5.2 are performed on a server
with the processor Intel(R) Xeon(R) CPU E5-2680 v3@ 2.50GHz and 256GB memory, while
others are performed on a PC with the processor Intel(R) Core(TM) i7-10700 CPU @ 2.90
GHz and 16 GB memory. All involved convex optimization problems are solved by CVX
[30] with solver ‘Mosek’ [2]. The comparison of six algorithms including HBROTP, ROTP2,
PGROTP, ¢{-min, OMP and PLB is mainly made via the phase transitions based on synthetic
data together with the reconstruction, deblurring and denoising of a few real images.

5.1 Phase Transition

The first experiment is carried out to compare the performances of the algorithms except
PLB through the phase transition curve (PTC) [5, 6] and average recovery time. All sparse
vectors x* € R” and matrices A € R™*" are randomly generated, and the position of
nonzero elements of x* follows the uniform distribution. In addition, all columns of A are
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50% phase transition curves 50% phase transition curves
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K=m/n K=m/n
(a) Accurate measurements (b) Inaccurate measurements (e = 5x 1073)

Fig.1 The 50% success rate phase transition curves for algorithms

normalized and the entries of A and the nonzeros of x* are independent and identically
distributed random variables following A/ (0, 1). In this experiment, we consider both accurate
measurements y = Ax* and inaccurate measurements y = Ax* + eh with fixed n = 1000,
where € = 5 x 1073 is the noise level and 7 € R” is a normalized standard Gaussian
noise. We let HBROTP start from x! = x% = 0 with fixed parameters « = 5 and g = 0.2,
while other algorithms start from x9 = 0. The maximum number of iterations of HBROTP,
ROTP2 and PGROTP is set as 50, while OMP is performed exactly k iterations and £-min
is performed by the solver ‘Mosek’ directly. Given the random data (A, x*) or (A, x*, h),
the recovery is counted as ‘success’ when the criterion

-3
[x? = x*[l2/1x*]l2 < 10

is satisfied, in which x? is the solution generated by algorithms.

Denote by x = m/n and p = k/m, where « is often called the sampling rate or the
compression ratio. In the (x, p)-space, the region below the PTC is called the ‘success’
recovery region, where the solution of the SLI problem can be exactly or approximately
recovered, while the region above the PTC corresponds to the ‘failure’ region. Thus if the
region below the PTC is wider, the performance of an algorithm would be better. We now
briefly describe the mechanism for plotting the PTC which is taken as the classical 50%
logistic regression curve, and more detailed information can be found in [5, 6]. To generate
the PTCs, 13 groups of m = [« -n] are considered, where the sampling rate « is ranged from
0.1t00.7 with stepsize 0.05. For any given m, by using the bisection method, the approximated
recovery phase transition region [kmin, kmax] is produced for each algorithm, in which the
success rate of recovery is at least 90% as k < kpin and at most 10% as k > kpax. The
interval [kmin, kmax ] Will be equally divided into min{kmax — kmin, 50} parts, and 10 problem
instances are tested for each k to produce the recovery success rate for given algorithm. Thus
the PTCs can be obtained from the logistic regression model in [5, 6] directly.

The PTCs for the experimented algorithms are shown in Fig.1 (a) and (b), which cor-
respond to the accurate measurements and inaccurate measurements with the noise level
€ = 5 x 1073, respectively. The results indicate that HBROTP has the highest PTC as
Kk < 0.5, in which case the recovery capability of HBROTP is superior to other algorithms
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Fig.2 The ratios of average CPU time of the algorithms

in this experiment. However, the PTCs indicate that ROTP2, PGROTP and OMP may per-
form relatively better than HBROTP with a larger «. The comparison in Fig. 1(a) and (b)
demonstrates that all algorithms are robust for signal recovery when the measurements are
slightly inaccurate except £1-min. The comparison indicates that the overall performance of
HBROTP is very comparable to those existing methods in this experiment.

In the intersection of the recovery regions of multiple algorithms, we compare the average
CPU time for signal recovery via these algorithms. Specifically, for each given «, we test 10
problem instances for each algorithm with the mesh («, p), wherein p is ranged from 0.02
to 1 with stepsize 0.02 until the success rate of recovery is less than 90%. The ratios of the
average computational time of ROTP2, PGROTP, £{-min and OMP against that of HBROTP
are displayed in Fig. 2(a)-(d), respectively. Figure 2 (a) and (b) show that HBROTP is at least
1.6 times faster than ROTP2 in most areas and slower than PGROTP except in the region
[0.1, 0.2] x [0.02, 0.1]. On the other hand, from Fig. 2 (a)-(d), we observe that the ROT-type
algorithms including HBROTP, ROTP2 and PGROTP take relatively more time to solve the
problems than £1-min and OMP, due to solving quadratic convex optimization problems.
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Table 1 Comparison of PSNR

(dB) for algorithms with different o HBROTP ROTP2 PGROTP ¢y-min OMP

sampling rates 03 32.60 3234 3312 3363 3137
Lena 04 3437 3249 3175 3510 3295

0.5 3563 33.11 3193 37.04 3434

03 3131 3233 3327 33.03  30.17

Peppers 0.4  33.10 3178 31.60 3408 31.66

05 3423 3204 3110 3590 3338

03 28.70 3135 3233 2990 2835

Baboon 0.4 29.12 3006 30.00 3005  28.53

0.5 2937 3006 30.07 3020  28.78

5.2 Image Reconstruction

In this section, we compare the performances of several algorithms on the reconstruction of
several images (Lena, Peppers and Baboon) of size 512 x 512. Only accurate measurements
are used in the experiment, and the measurement matrices are m x n normalized standard
Gaussian matrices with n = 512 and m = [« - n], where « is the sampling rate. The discrete
wavelet transform with the ‘sym8’ wavelet is used to establish the sparse representation of
the images. The input sparsity level is set as k = [r/10] for HBROTP, ROTP2 and PGROTP,
and the parameters of HBROTP are set as « = 5 and 8 = 0.2. The peak signal-to-noise ratio
(PSNR) is used to compare the reconstruction quality of images, which is defined by

PSNR :=10-log1o(V?/MSE),

where M SE denotes the mean-squared error between the reconstructed and original image,
and V represents the maximum fluctuation in the original image data type (V = 255 is used
in our experiments). Clearly, the larger the value of PSNR, the higher the reconstruction
quality.

The results in terms of PSNR with sampling rates k = 0.3,0.4, 0.5 are summarized
in Table 1, from which we see that HBROTP is always superior to OMP and inferior to
£1-min in reconstruction quality. For ROTP-type algorithms with x = 0.4, 0.5, the PSNR
values of HBROTP exceed that of ROTP2, PGROTP at least 1.88 dB for Lena and 1.32 dB
for Peppers, respectively. In other cases, ROTP2 and PGROTP obtained better results than
HBROTP in reconstruction quality. In particular, the performances of ROTP2 and PGROTP
are always equivalent or superior to £;-min for Baboon. In the meantime, the comparison of
visual quality for the reconstructed images by HBROTP with ¥ = 0.3, 0.4, 0.5 is displayed
in Fig.3. It can be seen that the reconstruction quality has been significantly improved for
three images as the sampling rate « is ranged from 0.3 to 0.5, and the best visual results have
been achieved around ¥ = 0.5.

5.3 Image Deblurring and Denoising

In this section, we compare the performances of HBROTP and PLB on image deblurring
and denoising. In our experiments, several images including Boats, Cameraman, Clock,
Goldhill and Shepp-Logan of size 128 x 128 are expressed as vectors in R" with n = 16384
through concatenating their columns. For a given image z, the corresponding blurred noisy

@ Springer



93  Page 26 of 30 Journal of Scientific Computing (2023) 96:93

Lena
(2) (Original)

Peppers
(e) (Original)

Wm\
Baboon
(Original)

| (j) x=0.3 (k) & =O.4

(i)

Fig.3 Performance of HBROTP for three images with different sampling rates

image y € R” is obtained by (1.1), in which @ € R**" is the blurring matrix generated by
a Gaussian kernel fspecial( ‘Gaussian’,11,0.6) in Matlab with periodic boundary condition
(see Chapter 4 in [29]), and v is a Gaussian white noise vector with mean 0 and standard
deviation 6. The sparse representation of z is expressed as z = ¥x, where ¥ is taken as
the synthesis operator generated by the linear B-splines [1, 11], denoted ¥, or the discrete
wavelet matrix generated by the ‘sym8’ wavelet, denoted ¥,. Thus the image deblurring and
denoising can be achieved by solving the corresponding SLI problem (1.2).

For HBROTP, the discrete wavelet transform, i.e., ¥ = ¥, is used to achieve the sparse
representation of the image, and the parameters in this algorithm are setas k = [0.4n], o = 1
and 8 = 0.8. For PLB, we use PLB; to represent PLB with ¥ = ¥; fori = 1, 2, and the
parameters (i, d, §) are given as follows: i = 0.05 is determined experimentally in terms
of PSNR; the dimension of Krylov subspace is set as d = 11 according to the suggestion in
[1]; & is the same as that of [11]. The stopping criterion of the algorithm is given by

Pt — 2P/l < 1075
The results in terms of CPU time and PSNR for HBROTP and PLB on image deblurring

and denoising with two different standard deviations 6 = 2, 4 are given in Table 2. In the
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Table 2 Comparison of PSNR (dB) and CPU time (in seconds) of HBROTP and PLB on image deblurring
and denoising with different standard deviation &

Standard Images PSNR(dB) CPU time(seconds)
deviation PLB; PLB, HBROTP PLB; PLB, HBROTP
o=2 Barbara 35.34 35.34 37.75 0.80 4.31 2291
Boats 35.53 35.52 35.34 0.83 3.30 2049
Cameraman 35.58 35.57 37.26 0.83 2.80 1383
Clock 35.66 35.65 38.12 0.59 2.13 1305
Goldhill 35.34 3533 35.05 0.70 2.81 2319
Shepp-Logan 35.54 35.51 38.72 0.86 3.28 1764
o=4 Barbara 30.74 30.74 33.86 0.94 4.03 2071
Boats 30.80 30.80 33.06 0.38 3.11 2411
Cameraman 30.79 30.79 33.53 0.78 4.14 1370
Clock 30.90 30.90 33.44 0.53 3.28 1737
Goldhill 30.76 30.75 33.02 0.80 3.95 2444
Shepp-Logan 30.93 30.92 33.70 0.61 4.66 1381

case 6 = 2, the PSNR values of HBROTP exceed that of PLB; and PLB, at least 1.6 dB
for all images except Boats and Goldhill. As the noise intensity increases, the differences of
PSNR values between HBROTP and PLB; (i = 1, 2) are enlarged to 2.2 dB for all images as
6 = 4. This experiment shows that HBROTP can be stronger than PLB on image deblurring
and denoising, and HBROTP is more stable than PLB in noisy situations. However, solving
quadratic subproblem (2.5) causes the HBROTP method to consume more time than PLB;
and PLB;. Moreover, PLB is faster than PLB, since the synthesis operator ¥ is more sparser
than the discrete wavelet matrix ¥,. Finally, the deblurring/denoising effects of HBROTP
and PLB| on Cameraman and Shepp-Logan with 6 = 2 are shown in Fig. 4, from which it
can be observed that both HBROTP and PLB; can successfully recover the two images in
high quality.

6 Conclusions

The new algorithms that combine the optimal k-thresholding and heavy-ball technique are
proposed in this paper. Such algorithms can be seen as the acceleration versions of the optimal
k-thresholding methods. The solution error bounds and convergence of the proposed algo-
rithms have been shown mainly under the RIP of the matrices. The numerical performance
of the proposed HBROTP algorithm has been evaluated through phase transition, average
runtime and image processing. The experiment results indicate that HBROTP is a robust
signal recovery method, especially when the sampling rate is relatively low (e.g., k < 0.5),
and it is generally faster than the standard ROTP method thank to the heavy-ball acceleration
technique.
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Fig.4 Performance of PLB| and HBROTP on image deblurring and denoising with 6 = 2
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